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Abstract—  Data mining can be used extensively in the enterprise based applications with  business intelligence characteristics to provide 
a deeper kind of analysis while meeting strict requirements for administration management and security. Business intelligence is 
information about a company's past performance that is used to help predict the company's future performance. ARM is a well-known 
technique in the data mining field, is used to identify frequently occurring patterns of item sets. Although, frequency of occurrence may 
reflects the statistical correlation between items, and it does not reflect the semantic significance of the items because the user's interest 
may be related to other factors, such as cost and profit. Utility based itemset mining approach is used to overcome this limitation. This 
approach identifies itemsets with high utility like high profits. A specialized form of high utility itemset mining is utility-frequent itemset 
mining which is for considering the business yield and demand or rate of occurrence of the items while mining a retail business transaction 
database. Such a data mining process will help in mining different types of itemsets of varying business utility and demand such as HUHF, 
HULF,LUHF and LULF itemsets. Which would significantly helps in inventory control and sales promotion. These itemsets are generated 
using FUM and FUFM of algorithms which also capable of identifying the active customers of each such type of itemset mined and ranking 
them based on their total or lifetime business value which would be extremely helpful in improving CRM processes. 

Index Terms— Data Mining, Utility and Frequency Based Item set Mining, Customer Relationship Management, High Utility High Frequent 
Itemsets, High Utility Low Frequent Itemsets, Low Utility High Frequent Itemsets, Low Utility Low Frequent Itemsets 

——————————      —————————— 

1 INTRODUCTION            
ATA MINING processes is extensively used on extract-
ing knowledge from large databases irrespective of its 
significance to the user or the business contexts. The 

large number of patterns mined during knowledge discovery 
makes it difficult for the user to understand and identify the 
patterns that are interesting to user. The need for considering 
the economic utility of the itemsets in the data mining process 
has great significance in the business. The quantitative 
measures like the support measure used in the traditional As-
sociation Rules Mining [1,2], which is used to identify fre-
quently occurring patterns of itemsets, reflects only the statis-
tical correlation of items. It does not reflect their semantic sig-
nificance. Such measures reflecting the statistical correlation 
may not measure how useful an itemset is in accordance with 
a user’s preferences (i.e., profit). The profit of an itemset de-
pends not only on the support of the itemset, but also on the 
prices of the items in that develop a utility based itemset min-
ing approach [7], to enable the user to conveniently express his 
or her preferences centred around the economic usefulness of 
itemsets as utility values and then find itemsets with utility 
values higher than a minimum threshold utility value as set by 

the user.  
 
 
The paradigm  increased the need for considering the business 
yield (utility) and demand of the items (frequency) while min-
ing a retail business transaction database. Such a data mining 
process will help in mining different types of itemsets of vary-
ing business utility and demand. Data mining has the poten-
tial to aid the companies in their quest to become more cus-
tomers’ oriented. It plays a critical role in the overall CRM 
process[5], which includes interaction with the data mart or 
warehouse in one direction, and interaction with campaign 
management software in the other direction. Today the trend 
is to integrate the data mining and campaign management 
process in order to gain a competitive advantage .Keeping this 
in mind, we here present a set of algorithms for mining all 
types of utility and frequency based itemsets from a retail 
business transaction database which would significantly aid in 
inventory control and sales promotion. These set of algorithms 
are also capable of identifying the active customers of each 
such type of itemset mined and rank them based on their total 
business value which would be extremely helpful in improv-
ing Customer Relationship Management processes like cam-
paign management and customer segmentation[5]. Utility 
based data mining[1] is a new research area entranced in all 
types of utility factors like profit, significance, subjective inter-
estingness, etc., which add economic and business utility to 
existing data mining processes and techniques. A research 
area within utility based data mining known as high utility 
itemset mining is aimed at finding itemsets that interpose high 
utility. The proposed set of algorithms is built using a combi-
nation of efficient Fast Utility Mining (FUM) [3] algorithm and 
Fast Frequent Utility Mining (FUFM) [3] algorithm. The Fast 
Utility Mining FUM algorithm employed for finding all high 
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utility itemsets which satisfies the given utility constraint 
threshold, is faster and simpler than the original UMining al-
gorithm which is based on utility upper bound property. 
 
 
1.1  Types of interestingness measures 
Basically interestingness measures are classified into three 
types 

i. Objective measures 
ii. Subjective Measures 

iii. Semantic measures 
 
i.  Objective measures 
Objective measure is based only on the raw data. No 
knowledge about the user or application is required. Most 
objective measures are based on the information theory or 
probability statistics. 
 
ii.  Subjective measures 
Subjective measure is based on both the data and the user of 
these data. Defining a subjective measure requires access to 
the users domain or background knowledge  about the data is 
required. This access can be obtained by interacting with the 
user during the data mining process or by explicitly represent-
ing the user’s knowledge or  expectations. A Semantic meas-
ure considers the semantics and explanations of the patterns. 
because semantic measures involve domain knowledge from 
the user, some researchers consider them a special type of sub-
jective measure. 
 
iii.  Semantic measures 
Subjective measures is the preferred method to integrate the 
Utility-based measures, where the relevant semantics are the 
utilities of the patterns in the domain, are the most common 
type of semantic measure within the data mining algorithm. 
To use a utility-based approach, the user must specify addi-
tional knowledge about the domain. Unlike subjective 
measures, where the domain knowledge is about the data it-
self and which is usually represented in the format similar to 
the discovered pattern. The domain knowledge required for 
semantic measures does not relate to the user’s knowledge or 
expectations concerning the data. Instead, it represents a utili-
ty function that reflects the user’s goals. In the preferred 
method, the utility measures are used to prune uninteresting 
patterns during data mining process so as to narrow the 
search space and thus improve mining efficiency. 
 
1.2  Customer Relationship management 
The maximization of the life time business value of the entire 
customer base is the primary objective of Customer Relation-
ship Management. The key to attain this objective is to under-
stand the behavior of the customer. Clear understanding of 
customer behavior required for the customer segmentation 
and compensation management. 
 
2  OVERVIEW OF THE EXISTING  SYSTEM 
The traditional Association Rule Mining is used to identify 
frequently occurring patterns of item sets. ARM model treats 

all the items in the database equally by only considering if an 
item is present in a transaction or not. However, frequency of 
occurrence may not express the semantics of applications, be-
cause the user's interest may be related to other factors, 
[3]such as cost, profit, or aesthetic value. These limitations 
motivated us to develop a utility based itemset mining ap-
proach, which allows a user to conveniently express his or her 
perspectives concerning the usefulness of itemsets as utility 
values and then find itemsets with utility values higher than a 
threshold. In this section describes existing algorithms, tech-
niques used for utility item set mining. Some of the algorithms 
are shown below.  
 
2.1  Umining algorithm 
UMining algorithm is used for mining all high utility itemsets 
using pruning strategy.The framework of the UMining algo-
rithm is shown below. The functions called by the UMining 
algorithm are Scan, CalculateAndStore, Discover, Generate, 
and Prune. The Scan function finds the set of all items in the 
transaction database T. The CalculateAndStore function ac-
cesses transaction database T to calculate the actual utility 
value of each k-itemset in Ck. It is assumed that each itemset S 
in Ck has associated with it a u field, denoted u(S), for storing 
its utility value. The Discover function selects all high utility 
itemsets in candidate set Ck. The Generate function generates 
all possible candidate k-itemsets from the (k-1) itemsets in Ck-

1. The Prune function calculates the utility upper bound of 
each itemset in Ck based on the utility values of the candidate 
itemsets in Ck-1, and then re[4]moves any itemset with a utility 
upper bound less than minutil from Ck. The UMining algo-
rithm follows the basic framework of the Apriori algorithm, 
but there are significant differences in three sub functions 
(Prune, CalculateAndStore, and Generate functions).  
Algorithm Umining((T,f.minUtil,k) 
Input: Transaction Database T 
Utilty function f 
Utility value threshold minutil 
Maximum size of itemset K 
Output: A set of high utilty itemsets H 
[1]   { 
[2] I= Scan(T); 
[3] C1=I;    
[4] k=1; 
[5] Ck=CalculateAndStore(Ck,, T, f); 
[6] H=Discover(Ck, minUtil); 
[7] while (| Ck |> 0 and k<= k) 
[8] { 
[9]   k=k+1; 
[10]   Ck=Generate(Ck-1 ,I) 
[11]   Ck=Prune(Ck,Ck-1 ,minUtil) 
[12]   Ck=CalculateAndStore(Ck,T,fl) 
[13]   H = H U Discover(Ck,minUtil) 
[14] } 
[15] return HUI; 
[16]   } 
 
Figure. 1. Pseudo code of the UMining algorithm 
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2.2  FUM algorithm 
FUM algorithm generates high utility itemsets using Combi-
nation Generator. It is simpler and executes faster than Umin-
ing algorithm, when more itemsets are identified as high utili-
ty itemsets.  
Algorithm FUM(DB, T, minUtil) 
Task: Discovery of High Utility Itemsets  
Input: Database DB {Set of Transactions} 
           Transaction T ∈ DB 
           Utility value threshold minUtil 
Output: High Utility Itemsets HUI  
       
[1] Compute the utility value ∀ single itemset  
[2] For each T ∈ DB  
[3] {  
[4]   if T ∉ S  {where S ⊆ DB | S = [0 .. T-1]}  
[5]   { 
[6]      Candidateset = CombinationGenerator(T)  
[7]      For each C ∈ CandidateSet  
[8]      {  
[9]        if ( C ∉ H ) ∧ (U(C,T) ≥ minUtil)  
[10]        H.add (C);  
[11]      }  
[12]   }  
[13] }  
[14] return (HUI);  
 
Figure. 2. Pseudo code of the FUM algorithm 
 
Combination Generator(T) 
Generate all possible combinations of itemset ∈ T 
The miss rate of FUM algorithm is nil when compared to that 
of the UMining algorithm. In these ways, in a domain driven 
data mining application, FUM algorithm fits itself perfectly by 
mining all the High Utility Itemsets(HUI) with maximum 
speed, accuracy, reliability and cost effectiveness 
 
2.3  Problem identification 
Utility mining aims at identifying the itemsets with high utili-
ties. The practical usefulness of the high utility itemset  mining 
is limited by the significance of the discovered item sets. A 
huge number item sets that are not interesting to the user are 
often generated. For example, there may be thousands of 
combinations of products that occur in 1% of the transactions. 
[4] If too many uninteresting frequent item sets are found, the 
user is forced to do additional work to select the item sets that 
are indeed interesting. That is when clients(companies) seek 
for the combination of products which can generate different 
values of utility and frequency the association rule mining 
(ARM) or the utility mining will not achieve such task. ARM 
mines frequent itemsets without knowing the producing prof-
it. On the other hand, the utility mining seeks high profit items 
but no guarantee the frequency.  
 
3  SOLUTION TO THE PROPOSED    PROBLEM 
3.1  Design Of EFUFM 
Umining and FUM algorithms generates high utility item sets, 

FUFM algorithm generates high utility and high frequent item 
sets. FUFM algorithm finds High Utility High frequency 
(HUHF) items. From the discussions with our clients, we 
learnt and understood their knowledge requirements. Using 
HUHF itemsets generated by the FUFM algorithm and the 
High Utility Itemsets (HUI) generated using our FUM algo-
rithm, we have generated three new itemsets namely High 
utility and low frequency itemsets (HULF), Low utility and 
high frequency itemsets (LUHF) and Low utility and low fre-
quency itemsets (LULF). Based on our experiments, we have 
proposed system architecture for the generation of different 
kinds of utility frequent itemsets which is self explanatory as 
in Figure. 3. Customer Relationship Management is incorpo-
rated into the system by generating a list of customers who are 
frequent buyers of these four different kinds of item sets. 

 
 

 
 

 

 

 

 

 

 
3.2 Generation of Different Utility Frequent itemsets 
 
3.2.1 Mining of the HUHF itemsets 
We made our efforts to incorporate support consideration in 
the FUM algorithm in order to mine the HUHF itemsets from 
a transaction database. In the Fast Utility-Frequent Min-
ing(FUFM) Algorithm, the High Utility Itemsets (HUI) are 
mined using the FUM algorithm initially. Then for each HUI 
mined, corresponding support is calculated and checked with 
the minimum support threshold (minSup). Those HUI with 
support greater than the minSup are added to the HUHF 
itemset list. 
 
Fast Utility-Frequent Mining(FUFM) Algorithm: 
FUFM finds all utility-frequent itemsets within the given utili-
ty and support constraints threshold. Utility-frequent itemsets 
are a special form of high utility itemsets. For a given utility 
threshold  μ each  itemset  S  is  associated  with  a  set  of   
transactions   defined as S,μ = {T|S ⊆ T ∧ u(S, T) ≥ μ ∧T ∈ DB } 
On the basis of this set of transactions an extended support 
measure can be identified as support(s,µ)= |Ts,µ/DB| 
Itemset S is utility-frequent if for a given utility threshold μ 
and support threshold s the extended support measure sup-
port(S, μ) is greater or equal to s.The support measure is al-
ways greater or equal to the extended support measure. Proof 
is trivial because when computing extended support we count 
only those transaction containing given itemset S that also 
gives minimum utility on S, but when computing ”ordinary” 

 

 
 

 
Figure. 3. Proposed system architecture design of EFUFM 
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support we count all transactions containing S. The practical 
consequence of this statement is that frequent itemset mining 
algorithms can be used to mine utility-frequent itemsets. 
   
Algorithm FUFM(DB, minUtil, minSup) 
Task: Discovery of Utility Frequent Itemsets 
Input: Database DB,Constraints minUtil and minSup 
Output: High Utility High Frequent itemsets  
 
[1] L = 1 
[2] Find the set of candidates of length L with support >= 

minSup 
[3] Compute extended support for all candidates and Out-

put utility frequent itemsets 
[4] L += 1 
[5] Use the frequent itemset mining algorithm to  obtain 

new set of frequent candidates of length L from the old 
set of frequent candidates 

[6] Stop if the new set is empty otherwise go to step[3] 
 
 
Figure. 4. Pseudo code of the FUFM(HUHF itemset set) Mining Algorithm 
 
3.2.2  Mining of the HULF itemsets 
HULF Itemset Mining Algorithm 
This algorithm is designed to generate high utility and low 
frequent itemsets. It follows the basic frame work of FUM and 
FUFM algorithms. The first phase is to generate high utility 
itemsets using FUM algorithm. In the second phase high utili-
ty high frequent itemsets are generated using FUFM. Then 
using set difference function high utility low frequent itemsets 
are generated from HU and HUHF.  
 
Algorithm HULF Itemset Mining( ) 
Task: Discovery of High Utility and Low Frequent itemsets  
Input: Database DB Constraints minUtil and minSup  
Output: High Utility and Low Frequent Itemsets (HULFI) 
 
[1] Compute High utility item sets HU using FUM algo-

rithm.   didates  Compute High utility and high frequent 
item sets HUHF using FUFM algorithm.  

[2] HULF = HU \ HUHF /* Set Difference */  
[3] Return (HULF). 
 
Figure. 5. Pseudo code of the HULF Mining Algorithm 
 
3.2.3  Mining of the LUHF itemsets 
LUHF Itemset Mining Algorithm: 
This algorithm is designed to generate Low utility and high 
frequent itemsets. It follows the basic frame work of FUFM 
algorithm. 
 
Algorithm LUHF itemset Mining( ) 
Task: Discovery of Low Utility and High Frequent Itemsets  
Input: Database DB Constraints minUtil and minSup 
Output: Low Utility and High Frequent Itemsets (LUHF) 
[1] L = 1  
[2] Find the set of candidates of length L with support >= 

minSup  

 
[3] Compute   extended   support   where TS,µ = {T|S ⊆ T 

∧ u(S, T) < µ ∧T ∈ DB } for all candidates and output 
low utility high frequent itemsets 

[4] L+=1 
[5] Use the frequent itemset mining algorithm to obtain 

new set of frequent candidates of length L from the old 
set of frequent candidates. 

[6] Stop if the new set is empty otherwise go to [3] 
[7] Return (LUHF) 
     
Figure. 6. Pseudo code of the LUHF Mining Algorithm 
 
3.2.4  Mining of the LULF itemsets 
LULF Itemset Mining Algorithm 
This algorithm is designed to generate Low utility and low 
frequent itemsets. There are two phases in this algorithm. In 
the first phase using exhaustive search low utility itemsets are 
determined. In the second phase, using set difference function 
low utility low frequent itemsets are generated from LU and 
LUHF. Thus we generate Low utility and low frequent item-
sets. 
 
Algorithm LULF Itemset Mining( ) 
Task: Discovery of Low Utility and Low Frequent Itemsets  
Input: Database DB Constraints minUtil and minSup  
Output: Low Utility and Low Frequent Itemsets (LULF) 
[1] Compute the utility value ∀ single itemset  
[2] For each T ∈ DB  
[3] begin  
[4] if T ∉ S  {where S ⊆ DB | S = [0 .. T-1]}  
[5] begin  
[6]      Candidateset =    CombinationGenerator (T)  
[7]           For each C ∈ CandidateSet  
[8]              begin  
[9]               if ( C ∉ H ) ^ U(C,T) < minutil )  
[10]               LU.add (C);  
[11]            end  
[12]        end  
[13] end  
[14] LULF=LU-LUHF /* set difference*/ 
[15] return (LULF) 
 
Figure. 7. Pseudo code of the HULF Mining Algorithm 
 
3.3  Ranked Customer List Generation for different  
       kinds of itemsets 
The method of generating the ranked customer list for each 
type of itemsets is similar method. The customer who buys the 
maximum number of items of a particular type of itemset will 
have the highest customer value with regard to that type of 
itemset and hence will be ranked at the top in the respective 
category. 
 
3.3.1  HUHFI customer list generation Algorithm 
This algorithm is designed to generate and rank customers 
buying Low utility and high frequent itemsets. Algorithm 
HUHFI CustomerListGeneration(HUHFI) 
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Task: Generation of HUHFI customer list. 
Input: Database DB, Constraints minUtil and minSup  
Output:Ranked list of customers who buy HUHF items 
[1] Compute High utility and high frequent (HUHF) item-

sets using FUFM algorithm  
[2] For each I ∈ HUHF itemset, scan the database DB to 

find the customers who buy that itemset  
[3] Increment the count value associated with the customer 

who is a buyer of I.  
[4] Stop if the HUHF is empty else Go to [2]  
[5] List the HUHF customers in descending order of the 

count value associated with each customer  
[6] return (list of HUHF customers)  
   
Figure. 8. Pseudo code of the HUHFI customer list generation algorithm 

3.3.2  HULFI customer list generation Algorithm  
This algorithm is designed to generate and rank customers 
buying High utility and Low frequent itemsets. 
 
Algorithm HULFI CustomerListGeneration(HULFI) 
Task: Generation of HULFI customer list. 
Input: Database DB, Constraints minUtil and minSup  
Output: Ranked list of customers who buy HULF items 
[1] Compute High utility and high frequent (HULF) item-

sets using FUFM algorithm  
[2] For each I ∈ HULF itemset, scan the database DB to find 

the customers who buy that itemset  
[3] Increment the count value associated with the customer 

who is a buyer of I.  
[4] Stop if the HULF is empty else Go to [2]  
[5] List the HULF customers in descending order of the 

count value associated with each customer  
[6] return (list of HULF customers)  
 
Figure. 9. Pseudo code of the LULFI customer list generation algorithm 
 
3.3.3  LUHFI customer list generation Algorithm  
Algorithm LUHFI CustomerListGeneration(LUHFI) 
Task: Generation of LUHFI customer list. 
Input: Database DB, Constraints minUtil and minSup  
Output: Ranked list of customers who buy LUHF items 
 
[1] Compute High utility and high frequent (LUHF) item-

sets using FUFM algorithm  
[2] For each I ∈ LUHF itemset, scan the database DB to find 

the customers who buy that itemset  
[3] Increment the count value associated with the customer 

who is a buyer of I.  
[4] Stop if the LUHF is empty else Go to [2]  
[5] List the LUHF customers in descending order of the 

count value associated with each customer 
[6] return (list of LUHF customers)  

 
Figure. 10. Pseudo code of the LUHFI customer list generation algorithm 
 
 
 

3.3.4. LULFI customer list generation Algorithm  
This algorithm is designed to generate and rank customers 
buying Low utility and Low frequent itemsets. 
Algorithm LULFI CustomerListGeneration(LULFI) 
Task: Generation of LULFI customer list. 
Input: Database DB, Constraints minUtil and minSup  
Output: Ranked list of customers who buy LULF items 
[1] Compute High utility and high frequent (LULF) item-

sets using FUFM algorithm  
[2] For each I ∈ LULF itemset, scan the database DB to find 

the customers who buy that itemset  
[3] Increment the count value associated with the customer 

who is a buyer of I.  
[4] Stop if the LULF is empty else Go to [2]  
[5] List the LULF customers in descending order of the 

count value associated with each customer  
[6] return (list of LULF customers)  

 
Figure.11. Pseudo code of the LULFI customer list generation algorithm 

 

3 RESULTS AND DISCUSSION 
The UMining and FUM algorithms are for mining all high 
utility item sets with low threshold value. The proposed 
method gives a new perspective in analyzing the item sets and 
this method scan the database with high threshold value. It is 
faster than the existing algorithm. The item sets that are both 
high frequent and high utility can be obtained using this 
method. From the basic framework of these algorithms the 
different kinds of item sets namely high utility high frequent, 
high utility low frequent, low utility high frequent and low 
utility low frequent item sets are generated. Then Customer 
Relationship Management is incorporated into the system by 
tracking the customers who are frequent buyers of the differ-
ent kinds of item sets. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
following figures shows the  execution time of Umining algo-
rithm for Low threshold Value, Execution time of EFUFM al-
gorithm for High Threshold Value. 
 
 

 
Table 1: Performance of Umining verses EFUFM algorithm 
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4 IMPORTANCE OF THE PROPOSED APPROACH 
The generation of different types of itemsets based on their 
business utility and rate of recurrence in the transactions made 
by the customer can have greate importance in the enterprise 
applications for inventory control and sales promotion. Identi-
fying the corresponding customers will greatly benefit in cus-
tomer segmentation, campaign management and Customer 
Relationship Management. Inventory control is a function of 
materials management, and the objective of inventry control is  
to keep the total cost associated with the system to be a possi-
bly minimum [4]. Out of thousands of items held in an inven-
tory of a typical organization,only a small percentage of them 
deserve management's closest attention and tightest control 
[4].The High Utility and High Frequency Itemsets like say 
Basumati Rice can be stocked to a greater extent in order to 
meet the greaterdemand. Stringent safety measures can be 
followed in storing such items. This will gurenty definite and 
increased profits.The Low Utility and Low Frequency Items 
are also of importance to the sales and inventory management. 
From the view of inventory control, LULF items can be 
stocked less. When there is an excess availability of LULF 
items, they can be given as premium gifts for the active cus-
tomers who purchase the HUHF items. Result of thus, the 
sales of HUHF items can also be increased.Moreover the or-
ganization will be able to provide premium service to the 
highly valuable active customers thereby strengthening the 

customer loyalty and such customer retention.There is a pos-
sibility that customers who buy HUHF itemsets may become 
responders for LULF itemsets if they feel that specific LULF 
items received as gifts are really worth useful to them.Such 
customers will start using the LULF items. Thus, its demand 
will increase automatically thereby increasing the business 
value. This also could benefit the business positively. Certain 
High Utility and Low Frequency Itemsets can be of similar 
value and at times of greater value than the HUHF items. For 
example gems like diamonds, platinum etc may not be bought 
by the customers frequently. But such items have enormous 
business value. Identifying active customers of such HULF 
items using the proposed approach will be simple and effi-
cient in segmenting the most valuable customers and design-
ing a customized campaign management programme for such 
customers [5].Advantage of LUHF itemset generation is that, it 
will increase therevenue of the business substantially. LUHF 
items are the mostcommonly purchased items.  

5 CONCLUSION 
The UMining and FUM algorithms are for mining all high 
utility item sets with low threshold value. The proposed 
method gives a new perspective in analyzing the item sets and 
this method scan the database with high threshold value[7]. It 
is faster than the existing algorithm. From the basic frame-
work of these algorithms the different kinds of item sets name-
ly HUHF,HULF,LULF and LUHF item sets are generated. 
Then Customer Relationship Management is incorporated into 
the system by tracking the customers who are frequent buyers 
of the different kinds of item sets.The enterprise business also 
discussed. 
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Figure12. Umining Algorithm Performance Comparison for Low 
Threshold Value 

 
 
 

 
 
 

 
Figure.13 EFUFM Algorithm Performance Comparison for High 
Threshold Value 
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